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It is shown, in contradiction to a recently published analysis, that the effect of 
capillarity in stabilizing small alloy particles against phase separation is marginal. 
As an alternative, evidence is cited suggesting that small particle size may suppress 
the nucleation and growth mode of phase transformation. The maximum undercool- 
ing thereby obtainable is limited by the onset of spinodal decomposition. This 
mechanism leads to the prediction that the enhancement of phase stability by small 
particles should be largest in alloys where there is a significant difference in atomic 
size. Conceivably, single-phase alloy catalysts in fine particle form could be under- 
cooled by more than 50%. 

INTRODUCTION 

The effect of small size in stabilizing 
binary alloy particles against. phase sepa- 
ration was studied in a recent article by 
Ollis (1). The familiar concept that the 
surface to volume ratio increases with de- 
creasing size served as a basis for analysis. 
In particular it. was reported that “drastic” 
reductions in the critical temperature for 
phase separation should occur in particles 
as large as 2OOk in diameter. It was 
pointed out that an equilibrium effect of 
this magnitude would be of major im- 
portance with respect to alloy catalysis by 
enabling the investigation and utilization 
of single-phase materials over broad ranges 
of composition where the corresponding 
bulk phase is not stable. 

show that Ollis’ findings are erroneous. The 
difficulty lies in an improper choice of 
energy for the internal phase boundary be- 
tween the separating regions of unlike com- 
position within a single particle. The cor- 
rect analysis finds the particle size effect to 
be in line with other capillarity phenomena, 
and of marginal utility, if any, in stabiliz- 
ing alloy catalysts. An alternative mecha- 
nism is proposed by means of which the 
stability of alloys could be significantly 
enhanced in fine particles. 

CAPILLARITY EFFECT 

The prediction of such a marked effect 
of particle size on phase stability is indeed 
a surprise and runs counter to the general 
trend for phenomena of this nature. Surface 
energies are usually so small relative to 
volume energies that capillarity effects only 
become significant at rather small sizes. 
For instance, the influence of size on the 
solubility of precipitates in a bulk phase, 
as given by the Thompson-Freundlich 
equation, is generally negligible above a 
diameter of 100 B (2). 

The model system considered by Ollis is 
that of a spherical crystallite (radius T) 
containing atoms of two species whose be- 
havior in the bulk is represented by a 
symmetric miscibility gap. Phase stability 
is tested by comparing the free energy for 
random mixing of solute throughout the 
crystallite with the free energy for segrega- 
tion of solute into two randomly mixed 
regions of differing composition separated 
by a planar interface. While Ollis allows 
the overall composition of the crystallite 
to be arbitrary, the analysis is simplified 
and the point at issue clarified by limiting 
our attention to the equiatomic case with 
50% of each component (Z = 0.5). From 
the symmetry of the miscibility gap, we can 
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then assume without loss of generality that 
the compositions of the unlike regions 
(after segregation of t.he solute) differ from 
0.5 by equal magnitudes, one in the plus 
direction (+Az) and the other in the minus 
(-AX). The internal phase boundary bi- 
sects the particle and Eq. (5), given in 
Ref. (1) for the molar free energy change, 
becomes” 

Ag = -Q(Ax)~ 

+ f RT[(l + 2&) ln(1 + 2h) 

+ (1 - 2Ax) ln( 1 - 2A2)] + f y (1) 

where fi is the usual interaction parameter, 
R the gas constant, T the absolute tem- 
perature, v the molar volume and u the 
excess free energy of the phase boundary 
per unit area. The critical temperature for 
phase separation in the crystallite (T,) is 
found by setting Ag to zero and solving: 

assumed by Ollis (1). The interface sepa- 
rates the solute-rich region of the crystallite 
from the solute-poor region; the excess 
energy of the interface arises in this model 
only because the relative numbers of like 
and unlike atomic bonds across the inter- 
face differ from the corresponding numbers 
in either of the separated regions. Thus the 
excess free energy of the interface will be 
a sensitive function of the difference in 
composition (2Ax) between the solute-rich 
and solute-poor phases. The nature of this 
functionality has been considered by other 
workers (5) and the result, summarized in 
a recent review (4), has the form 

m 
u = cl Kc, (2Ax)2, (4) 

where n is the number of atoms per unit 
area in a plane parallel to the interface, and 
z is the number of nearest neighbor bonds 
per atom across the interface. The use of 
a constant surface tension m independent of 

T, = 
~Q(Ax)~ - g 

R[(l + 2As) ln(1 + 2As) + (1 - 2A2) ln(1 - 2A2)]’ (2) 

In the limit of large particles (r + 00) 
the interface term vanishes. The increment 
Ax becomes infinitesimally small near the 
center of a symmetric miscibility gap. Re- 
peated application of L’hopital’s rule yields 

T, = $, (3) 

the well known (6) regular solution ap- 
proximation to the maximum critical 
temperature. 

When T is small, the interface term be- 
comes comparable in size to 2a(A~)~ and 
the critical temperature will be lowered. 
One has now to determine the magnitude of 
the excess surface free energy 0. The value 
of this quantity is strictly fixed by the 
model and is not a matter of choice, as 

* A factor of (-R), missing from Eqs. (5) and 
(12) of Ref. (I), does appear in that author’s Eq. 
(2) and was presumably not neglected in the 
numerical computations. 

the compositions of the adjoining phases is 
inconsistent with the model, and is the cause 
of the unusual results cited in Ref. (1). 

When Eq. (4) is substituted for (T in Eq. 
(3)) (Ax)~ appears in both terms of the 
numerator. Where the coefficient of (AX)’ 
was (2 Q) it now becomes (2 - Svnz/ 
rNZ)n. Consequently one obtains for the 
critical temperature of a small particle: 

T 
7 

= (1 - 3vnz/2rNZ)fi. 
2R (5) 

The fractional undercooling turns out to 
be: 

T, - T, 3vnz. - 
T* 2rN.Z (6) 

For cubic crystals of lattice parameter a, 
with the internal interface parallel to a 
face of the unit cell, Table 1 lists values of 
(r/a) required to produce a 10% under- 
cooling by this mechanism. As the lattice 
parameters of most disordered cubic metals 
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TABLE 1 
CRYSTAL RADIUS FOIL 10% UNDERCOOLING BY 

CAPILLARITY EFFECT 

Cry&l z z h/Na) r/a 

SC 6 1 1 2.50 
bee 8 4 l/2 3.75 
fee 12 4 l/2 2.50 

and alloys lie below 411, an effect of even 
this small magnitude should not occur in 
particles over 15 A in linear dimension. 
Clearly the thermodynamic depression of 
the critical temperature to be expected in a 
200 A particle is negligible. 

The difference between the present find- 
ing and that of Ref. (1) is illustrated more 
fully in Fig. 1. One sees that the results ob- 
tained using a constant surface tension [re- 
plotted from Fig. 5 of Ref. (1) ] do not ap- 
proach T, in a very reasonable way. By 
comparison, Eq. (5) approaches T, in a 
well-behaved manner as shown. 

In support of his findings, Ollis cites the 
experimental results of other investigators. 
From the present considerations we con- 
clude that any significant enhancement of 
phase stability observed in particles larger 
than 50 A must arise from some cause other 
than capillarity. 

NUCLEATION EFFECT 

In the absence of a substantial capillarity 
effect one inquires whether there is any 
other basis by which particle size could in- 
fluence phase separation behavior. The two 
mechanisms by which such phase sepa- 
ration can occur are nucleation and growth 
on the one hand and spinodal decomposi- 
tion on the other. The existence and general 
nature of these competing mechanisms was 
first spelled out by Gibbs [see Ref. (5)]. 
The temperature-composition regime for 
spinodal decomposition is generally more 
restricted than for nucleation and growth. 
On cooling from high temperature, an alloy 
will usually enter a region where phase 
separation by nucleation can occur but the 
driving force is not yet sufficiently high for 
spinodal decomposition. Thus an effective 
lowering of the phase stability limit will 
result from any blockage or suppression of 
the nucleation mechanism. 

An influence of small particle size on 
nucleation and growth has been observed in 
the study of other kinds of phase changes, 
for instance the formation of martensite in 
quenched steel (6). The effect of dividing 
an alloy into fine particles is to snuff out 
the growth stage in which the phase change 
spreads from a nucleation center into the 

FIG. 1. Effect of size on the equilibrium critical temperature for phase separation in alloy particles, as 
predicted in Ref. (I) and by Eq. (6) of the present treatment on the basis of surface energy considerations, 
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surrounding material. Thus the phase 
change is restricted to those few particles 
in which nucleation happens to occur. Most 
of the material remains untransformed 
until the temperature passes below the limit 
for spinodal decomposition, whereupon the 
phase change occurs by another mechanism. 

The maximum achievable undercooling 
depends on how far the spinodal tempera- 
ture limit falls below the equilibrium phase 
boundary. This is, in turn, a function of 
the size difference between the component 
atoms. A certain minimum undercooling 
will be found when the atoms are of equal 
size, which is however zero in a 50-50 alloy. 
Using regular solution theory the depres- 
sion of the “coherent spinodal” has been 
formulated (7) as a function of the lattice 
distortion coefficient 77 giving the rate of 
change [(l/u) (da/&)] in the crystal lat- 
tice parameter caused by the addition of 
solute : 

AT s 2v&Qc(l - x)/(1 - u)R. 

Here E is Young’s modulus and Y is the 
Poisson ratio. The influence of q on the 
phase boundary and spinodal boundary in 
an equiatomic alloy is plotted in Fig. 2 as 
computed by regular solution theory and 
also by the more accurate spherical model 
(8). One sees in this perspective that the 
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FIG. 2. Branching of critical temperature caused 
by mismatch in the atomic sizes of binary alloy 
constituents, as predicted by the regular solution 
approximation and by the more accurate spherical 
model. 

elastic misfit of the atoms serves not so 
much to depress the spinodal boundary as 
to raise the equilibrium phase boundary by 
increasing the driving force for incoherent 
phase separation. 

While a more complete study of the com- 
putational models is presented elsewhere 
(8), one sees from Fig. 2 that the suppres- 
sion of nucleation and growth in small par- 
ticles could lead to undercoolings (AT/T) 
of 50% or more. 

CONCLUSIONS 

We conclude that capillarity will con- 
tribute very little observable stability to 
alloy catalyst particles. Instead we propose 
an alternative effect based on suppression 
of the nucleation and growth mode of phase 
transformation. According to this proposal 
substantial undercooling effects are most 
likely to occur in alloys with large atomic 
misfit. 

Many alloys systems that might be of 
interest as catalysts from an electronic 
standpoint do not follow a simple mis- 
cibility gap in their phase equilibrium be- 
havior. Simple behavior of this kind is, of 
course, impossible when the pure compo- 
nents differ in crystal structure. Neverthe- 
less, underlying the boundaries of the 
various equilibrium solid solutions that 
occur are corresponding spinodal bound- 
aries. If phase separation by nucleation 
and growth is suppressed, then the spinodal 
mechanism will come into play. One 
should, in principle, be able to construct 
the spinodal phase diagram for any system 
of interest, finding much of the phase trans- 
formation behavior displaced to lower tem- 
peratures. This may be the diagram to be 
consulted with reference to the phase 
stability of small alloy particles. The 
largest depressions will be expected in those 
systems with large atomic misfit. If the 
particles are small enough, there may be 
a further depression of the spinodal bound- 
ary owing to the elimination of the long 
wave fluctuations. 
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